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ABSTRACT We provide a complete classification up to
conjugacy of the binary shifts of commutant index 2 on the
hyperfinite II1 factor. There is a natural correspondence be-
tween the conjugacy classes of these shifts and polynomials
over GF(2) satisfying a certain duality condition.

1. Introduction

Let R denote the hyperfinite II1 factor. A pair of ∗-
automorphisms σ; ρ on R are said to be conjugate if there
exists a ∗-automorphism γ which intertwines σ and ρ in
the sense that γ ◦ σ�A� = ρ ◦ γ�A� for all A � R. This
notion carries over to the more general setting of unital
∗-endomorphisms on R. In general it is difficult to deter-
mine whether a pair of ∗-endomorphisms are conjugate, even
when they are automorphisms. On the other hand, it is quite
straightforward to see that the subfactor index �R x σ�R�� of
σ�R� and the commutant index, i.e., the first positive inte-
ger k (or :) such that σk�R�′ ∩R is nontrivial, are numerical
conjugacy invariants for unital ∗-endomorphisms on R.

In ref. 1, R. T. Powers initiated a study of a family of unital
∗-endomorphisms on R called binary shifts. The range σ�R�
of any binary shift σ is a subfactor of R of subfactor index
2. Corresponding to each binary shift is a subset X of �, the
anticommutation set of σ and a sequence �unx n � �+� of
symmetries generating R and satisfying the generalized com-
mutation relations

uiuj = �−1�g��i−j��ujui [1]

for distinct i; j, where g is the characteristic function of X. The
mappings σ�ui� = ui+1 completely determine σ as a unital ∗-
endomorphism, and σ is a shift in the sense that the inclusion
of subfactors R � σ�R� � σ2�R� � · · · has trivial intersection.

In ref. 1, it was shown that a pair of binary shifts are con-
jugate if and only if the same subset X of � determines the
commutation relations (1) of the sequences of symmetries for
both σ and τ. In ref. 2, we showed that a sequence of sym-
metries with commutation relations determined by X gener-
ates the hyperfinite II1 factor if and only if the reflected se-
quence �: : : ; g�2�; g�1�; 0; g�1�; g�2�; : : :� of the “bitstream”
�0; g�1�; g�2�; : : :� is not periodic. In what follows we shall
always assume that X is aperiodic in this sense. Among such
sets we have shown that the bitstream corresponding to X
is eventually periodic if and only if the corresponding binary
shift σ on R has finite commutant index. Combining these re-
sults one sees that there are countably many conjugacy classes
of binary shifts with finite commutant index and uncountably
many with infinite commutant index.

In this paper we consider those binary shifts with commu-
tant index 2, the minimal possible commutant index (3) and
show that there are countably many such shifts. Specifically
we exhibit a one-to-one correspondence between such shifts
and the subset of polynomials p�x� over GF�2� with constant
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coefficient 1 whose self-reciprocal factors (see Definition 3.1)
have degree at most 1. For n � 2 we show that the number
of such polynomials of degree n is 2n−2 and therefore exactly
half of the polynomials over GF�2� with constant coefficient
1 correspond to binary shifts of commutant index 2.

In ref. 4, A. Connes completely classified the outer conju-
gacy classes of ∗-automorphisms on R. Powers used the termi-
nology cocycle conjugacy to describe the analogous notion for
unital ∗-endomorphisms R. It is quite straightforward to show
that there are countably many cocycle conjugacy classes of bi-
nary shifts of finite commutant index. In ref. 5, we have shown
that all binary shifts of commutant index 2 are cocycle conju-
gate (see also ref. 6 for results on shifts of higher commutant
index). On the other hand, very little is known about the co-
cycle conjugacy classes of binary shifts of infinite commutant
index.

2. Preliminaries

In this section we recall some results on the structure of binary
shifts that we shall need in determining the conjugacy classes
of those shifts with commutant index 2. We refer to refs. 1
and 6–8 for a more detailed discussion of these results. Let
�a0; a1; : : :� be a bitstream of 0′s and 1′s with a0 = 0. We shall
assume that the reflected sequence �: : : ; a2; a1; a0; a1; a2; : : :�
is not periodic. As is mentioned in the previous section it is
sometimes useful to view the elements an; n � � as the val-
ues g�n� of the characteristic function g of a subset X of �.
Also as in the previous section, one can choose a sequence of
hermitian unitary elements �u0; u1; : : :� which satisfy the gen-
eralized commutation relations (1) (see also ref. 1, definition
3.2, and ref. 6, section 3). Let An; n � �, be the group alge-
bra over � generated by the first n generators u0; u1; : : : ; un−1.
An consists of the linear combinations of words u�φ� = I and
ui0ui1 : : : uim = u�i0; i1; : : : ; im� in the generators. Using 1, one
may assume the words are presented in ordered form, i.e.,
i0 � i1 � : : : � im, and since the ui’s are symmetries, one
may also assume that i0; i1; : : : ; im are distinct. Hence An has
dimension 2n over �. It is clear that An � An+1 is a unital
isometic embedding for all n.

The linear functional τ uniquely determined by τ�I� =
1; τ�u�i0; : : : ; im�� = 0 defines a trace on the algebra A =⋃:
n=1 An. Assuming that the reflected sequence derived from

the bitstream is not periodic, it follows by combining (ref. 1,
theorem 3.9, and ref. 6, theorem 2.3) that for any nontrivial
word u in A there is a word u′ in A such that uu′ = −u′u. This
shows that τ is the unique normalized trace on A. It follows
that the completion of A in its GNS representation defined
by τ is the hyperfinite II1 factor R.

Let σ be the unital ∗-endomorphism on R by σ�ui� =
ui+1; i � �+. σ is the binary shift on R associated with the
sequence �u0; u1; : : :� of symmetries generating R.

Theorem 2.1 (from ref. 2, theorem 5.6, corollary 5.7). The
range σ�R� of a binary shift σ is a subfactor of R of subfactor
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index 2. A binary shift has finite commutant index if and only
if its bitstream is eventually periodic. If σ has commutant index
k + : then there is a word w in the generators �u0; u1; : : :� of
R satisfying the following conditions.

(i) w generates σk�R�′ ∩ R.
(ii) the words w;σ�w�; : : : ; σr�w� generate σk+r�R�′ ∩R, for

all r � �.
(iii) w = u�i0; i1; : : : ; im� for some set I= �i0 + · · · + im�

with i0 = 0.

Corollary 2.2 (from ref. 9, theorem 2.1). A binary
shift of finite commutant index restricts to a binary shift
σ: on the subfactor R: of R generated by the sequence
�w;σ�w�; σ2�w�; : : :�. The derived shift σ: has commutant in-
dex k. The anticommutation set X: � � associated with σ:
is a subset of �1; 2; : : : ; k − 1� which includes k − 1. R: has
subfactor index 2m in R.

Remark 2.3: Since by the theorem above a binary shift σ
has subfactor index 2, i.e., �R x σ�R�� = 2, the minimal com-
mutant index for a binary shift is 2 (ref. 3, corollary 2.2.4).

In what follows we consider exclusively the situation
in which σ is a binary shift of commutant index 2. Sup-
pose w generates the 2-dimensional algebra σ2�R�′ ∩ R.
If w = u0 then X: = X = �1� and σ: = σ . Suppose
w 6= u0, then w = u�i0; i1; : : : ; im� = u�I� for some pos-
itive integer m. Then w commutes with u2; u3; : : : ; and
since w /� σ�R�′ ∩ R = � it anticommutes with u1. Write
w = uk0

0 u
k1
1 · · ·ukmm where k0 = 1 = km and kj = 1 if j � I,

kj = 0 if j /� I. Since w anticommutes with u1 we have, using
1, that a1k0 + a0k1 + a1k2 + · · · + an−1kn = 1mod 2. Since w
also commutes with u2; u3; : : : ; we obtain the following linear
system of equations over GF�2�:

a1k0 + a0k1 + a1k2 + · · · + am−1km = 1

a2k0 + a1k1 + a0k2 + · · · + am−2km = 0

a3k0 + a2k1 + a1k2 + · · · + am−3km = 0

:::

[2]

Definition 2.4: Let b = �b0; b1; : : :� be a bitstream in
GF�2�. Then a vector c = �c0; : : : ; cn� with entries in GF�2�
is said to annihilate b if

∑n
i=0 cibi+k = 0 for all k � �+.

Definition 2.5: Let σ be a binary shift of commutant index
2 whose associated sequence of hermitian unitary generators
is �u0; u1; : : :�. Then the word w in the ui’s which generates
σ2�R�′ ∩ R is called the qword associated with σ .

In the next section we shall establish the following
uniqueness result: if σ; ρ are binary shifts of commu-
tant index 2 with generators �ui�:i=0; �vi�:i=0, respectively,
and if k = �k0; : : : ; km� is a vector over GF�2� such that
u
k0
0 u

k1
1 · · ·ukmm (respectively, vk0

0 v
k1
1 · · · vkmm ) is a qword for σ

(respectively, ρ), then σ and ρ are conjugate. We shall require
the following results for the proof.

Theorem 2.5 (from ref. 1, theorem 3.6). A pair of binary
shifts are conjugate if and only if their anticommutation sets are
identical.

Theorem 2.6 (from ref. 2, theorem 3.4). Let a = �a0;
a1; : : :� be a bitstream over GF(2) with periodic reflected se-
quence. Then there is a nonzero vector k = �k0; k1; : : : ; km�
over GF�2� with the following properties:

(i) k annihilates a.
(ii) k is flip-symmetric, i.e., k = �km; km−1; : : : ; k0�

(iii) if s is any other nonzero vector annihilating a then there
are ci � GF�2� such that s = c0�k0; k1; : : : ; km; 0; : : : ;
0�+ c1�0; k0; k1; : : : ; km; 0; : : : ; 0�+ · · ·+ cr�0; : : : ; 0; k0;
k1; : : : ; km�.

3. Reciprocal Polynomials and Qwords

Let σ be a binary shift of commutant index 2 on R
with generating sequence of symmetries �u0; u1; : : :�. Let
F = GF�2� and let F�x� be the ring of polynomials over F .
For p�x� = c0 + c1x + c2x

2 + · · · + cnxn in F�x� and for z a
word in the generators ui; i � �+, let �z; p� denote the ele-
ment zc0σ�z�c1 · · ·σn�z�cn of R. Then the following identities
are easily verified for words z; z′ and polynomials p; q (cf.,
ref. 6, definition 4.4):

�z; p��z; q� = 5�z; p+ q� [3.1]

��z; p�; q� = 5�z; pq� [3.2]

�z; p��z′; p� = 5�zz′; p� [3.3]

Let w be the qword for σ . By iii of Theorem 2.1, w = �u0; p�
for some polynomial p�x� � F�x� with constant coefficient 1.
We show in Theorem 5.1 that p must have a special form. We
need the following definition, (cf. ref. 10, definition 3.12):

Definition 3.1: If p�x� = k0x
n + k1x

n−1 + · · · + kn is a
polynomial with k0 6= 0, its reciprocal polynomial p∗�x� is
xnp�1/x� = knxn + kn−1x

n−1 + · · · + k0. A polynomial p is
called self-reciprocal (or sometimes just reciprocal) if p = p∗.

For results on the number of irreducible self-reciprocal
polynomials of a given degree over a finite field see refs. 11
and 12.

Lemma 3.1. Let z be a nontrivial word in the generators of a
binary shift σ of commutant index 2. Let r�x� � F�x� be any
reciprocal polynomial of degree, 1 and with constant coefficient
1. Then �z; r� is not a qword for σ .

Proof: Let y = �z; r� where r is as above, and suppose
y is a qword, i.e., y � σ2�R�′ ∩ R. By Theorem 2.1(iii), y
“starts” with the initial generator u0. Hence z does, too, and
r must be a polynomial with constant coefficient 1. Now sup-
pose first that z = u0. Since y is a word in the generators
of σ , it either commutes or anticommutes with u1. If y com-
mutes with u1, then y � σ�R�′ ∩R, since σ�R� = �u1; u2; : : :�.
But σ�R�′ ∩ R is trivial since �R x σ�R�� = 2 (ref. 3, corollary
2.2.4). Hence y anticommutes with u1. Writing r�x� = kmxm+
km−1x

m−1 + · · · + k0 with m , 1, then since u1y = −yu1, it
follows from 2 that k0a1 + k1a0 + k2a1 + · · · + kmam−1 = 1,
where a = �a0; a1; : : :� is the bitstream defining the com-
mutation relations for the generators of σ . If m = 2, how-
ever, the above equation is k0a1 + k1a0 + k2a1 = 1, which
is absurd since k0 = k2�= 1� and a0 = 0. If m , 2, then
since r is reciprocal, the equation above may be rewritten as
kma1 + km−1a0 + km−2a1 + · · · + k0am−1 = 1, i.e., y anticom-
mutes with um−1. But um−1 � σ2�R� and y � σ2�R�′ ∩ R, a
contradiction. Hence y = �u0; r� /� σ2�R�′ ∩ R.

Next suppose z = �u0; q� for some polynomial q with con-
stant coefficient 1. Let M be the von Neumann subalgebra of
R generated by the elements zj = σj�z�; j � �+. Then it is
straightforward to see that σ restricts to a binary shift on M
with generators zj , and that y � σ2�M�′ ∩M . Applying the
argument above with the uj ’s replaced with the zj ’s and the
bitstream a for σ replaced with the bitstream b for the restric-
tion of σ to M , one obtains a similar contradiction as above
for y, and therefore y = �z; r� 6� σ2�R�′∩.

Theorem 3.2. Let σ be a binary shift of commutant index 2.
If p�x� � F�x� has a reciprocal factor of degree , 1 then �v;p�
is not a qword for σ for any word v in the generators of σ .

Proof: Suppose p is a polynomial with a reciprocal fac-
tor r of degree , 1, and suppose y = �v;p� is a qword.
Since v = �u0; q� for some polynomial q and since �v;p� =
��u0; q�; p� = 5�u0; pq� by 3.2, we may assume by replacing
p with pq if necessary that v = u0 and thus y = �u0; p�. Since
y “starts” with u0 by iii of Theorem 1.1, p, and thus r, must
have constant coefficient 1. Let s be the polynomial such that
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p = rs, then y = �u0; p� = �u0; rs� = 5��u0; s�; r� so apply-
ing the previous lemma to z = �u0; s� shows that y = 5�z; r�
cannot be a qword.

Using the preceding results we can now show the fol-
lowing uniqueness result which shows that if p � F�x� and
�u0; p�; �v0; p� are qwords for binary shifts σ; ρ of commu-
tant index 2, then σ and ρ are conjugate.

Theorem 3.3. For m � �+ let p�x� = k0 + k1x + · · · +
kmx

m be a polynomial in F�x� with k0 = km = 1. Then up to
conjugacy there is at most one binary shift σ of commutant index
2 whose qword w has the form �u0; p�, where �ui x i � �+� is
the sequence of symmetries associated with σ .

Proof: If p�x� = 1 then �u0; p� = u0. It is easy to show
that if u0 generates σ2�R�′ ∩ R then σ has anticommuta-
tion set X = �1�. By Theorem 2.5 the anticommutation set
is a complete conjugacy invariant, and hence the assertion
holds for polynomials of degree 0. If p�x� = x + 1, then
w = �u0; p� = u0u1. It is straightforward to show, using 2,
that the only conjugacy class of binary shifts of commutant in-
dex 2 having a qword of this form is the one associated with
the anticommutation set X = �. If deg p = 2 then either
p�x� = x2 + x + 1 or x2 + 1, but it is a simple matter, using
relations 2, to show that no binary shift of commutant index
2 has a qword of the form u0u1u2 or u0u2.

We may suppose therefore that p is a polynomial of de-
gree � 3. Suppose σ and ρ are nonconjugate binary shifts
of commutant index 2, each of whose qwords is associated
with the polynomial p. Let a = �a0; a1; : : :� (respectively, b =
�b0; b1; : : :�) be the bitstream associated with σ (respectively,
with ρ). Let c = �c0; c1; : : :� be given by ci = ai + bi for all
i � �+. Since σ and ρ are not conjugate a 6= b so c is non-
trivial. Moreover, since both a and b satisfy 2 it follows that c
satisfies the following system:

c1k0 + c0k1 + c1k2 + · · · + cm−1km = 0

c2k0 + c1k1 + c0k2 + · · · + cm−2km = 0

c3k0 + c2k1 + c1k2 + · · · + cm−3km = 0

:::

[4]

Let �v0; v1; : : :� be a sequence of symmetries whose bit-
stream satisfies 4. From 4 the word w = �v0; p� commutes
with all symmetries vi; i � �. By assumption k0 = 1 so that
w starts with v0. But then, since w must commute with itself
it follows that w also commutes with v0. Hence the von Neu-
mann algebra N generated by the sequence �vi x i � �+� has
a nontrivial center. By Theorem 2.6 there is a reciprocal poly-
nomial r with constant coefficient 1 such that z = �v0; r� and
its shifts generate the center of N . It follows that for some n
there are elements l0; : : : ; ln � GF�2�, with l0 = 1, such that
w = zl0σ�z�l1 · · ·σn�z�ln . Hence w = 5�z; q� where q�x� =
l0 + l1x + · · · + lnxn. By 3, w = 5�z; q� = 5��v0; r�; q� =
5�v0; rq�. Since w = �v0; p� then p = rq so that the recipro-
cal polynomial r is a factor of p. Let �s0; : : : ; sd� be the coef-
ficients of r. Since z lies in the center of N it commutes with
vi � �+. From this it follows that the vector s = �s0; : : : ; sd�
annihilates the bitstream c. Since c 6= 0 it follows that d , 1.
Hence p has a reciprocal factor of degree greater than 1,
which contradicts Theorem 3.2. By contradiction there is at
most one conjugacy class of binary shifts of commutant index
2 whose qword has the form �u0; p�.

Definition 3.2: If w = u�i0; i1; : : : ; im� is a word in the gen-
erators of a binary shift σ with i0 + i1 + · · · + im then its
length is im − i0 + 1.

Theorem 3.4. For any integer n � 3 there are at least 2n−2

nonconjugate binary shifts of commutant index 2 whose qword
has the form u

k0
0 u

k1
1 · · ·uknn with k0 = 1 = kn.

Proof: If n = 3 then straightforward computations using 2
show that the only qwords are of the form u0u1u3 and u0u2u3.

So we may suppose n � 4. For fixed n � 4 we shall produce
2n−2 distinct bitstreams a = �a0; a1; : : :� with a0 = 0 which
correspond to binary shifts of commutant index 2 whose
qword has length n + 1. By Theorem 2.1 such a qword w in
the generators �uk x k � �+� has the form w = uk0

0 u
k1
1 · · ·uknn

where k0 = 1 = kn, and the exponents k0; k1; : : : ; kn
satisfy 2.

Suppose n is odd. Since we are assuming k0 and kn to be
1, the first n− 1 equations of 2 may be rewritten as follows:

ao a1 a2 a3 · · · an−2
a1 ao a1 a2 · · · an−3
a2 a1 ao a1 · · · an−4
:::

:::
:::

:::
: : :

:::
an−2 an−3 an−4 · · · · · · a0

 ·

k1
k2
k3
:::

kn−1



=


a1 + an−1 + 1
a2 + an−2
a3 + an−3

:::
an−1 + a1

:

For a bitstream a as above and for each m � � let Am be
the �m+ 1� 3 �m+ 1� Toeplitz matrix:

ao a1 a2 a3 · · · am
a1 ao a1 a2 · · · am−1
a2 a1 ao a1 · · · am−2
:::

:::
:::

:::
: : :

:::
am am−1 am−2 · · · · · · ao

:
By ref. 13, there are 2n−3 choices of a1; : : : ; an−2 such that

An−2 is invertible. Assuming a has been chosen so that An−2 is
invertible, we can of course solve the matrix equation above.
Note that this equation can be solved regardless of the choice
of the entry an−1, which appears only on the right side of the
equation. Once a0 = 0 and a1; a2; : : : ; an−2; an−1 have been
chosen, however, it is clear that the remaining equations in
2 can be solved by one and only one choice of each of the
entries an; an+1; : : : : Hence for n odd there are at least 2n−2

choices of a such that 2 has a solution.
Now suppose n is even. Since k0 = 1 the first n equations

of 2 may be written as follows:

An−1 ·


k1
k2
:::
kn

 =

a1
a2
:::
an

+


1
0
:::
0

:
Suppose the elements a0; a1; : : : ; an−1 of a have been

chosen so that the matrices An−3;An−2;An−1 have nullities
2; 1; 0, respectively. Since An−1 is invertible k1; k2; : : : ; kn
are uniquely determined by a0; a1; : : : ; an−1; an. We require
kn = 1, however. By Cramer’s Rule kn is the determinant of
the matrix 

a0 a1 · · · an−2 a1 + 1
a1 a0 · · · an−3 a2 + 0
a2 a1 · · · an−4 a3 + 0
:::

::: · · ·
:::

:::
an−2 an−3 · · · a0 an−1 + 0
an−1 an−2 · · · a1 an + 0


:

Let A (respectively, B) be the matrix obtained from
the one above by replacing its last column with entries
a1; a2; : : : ; an−1; an (respectively, with 1; 0; : : : ; 0). Ob-
serve that the determinant of the matrix above agrees
with det�A� + det�B�. We show that det�A� = 1. To see this
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recall from ref. 13, theorem 2.6 (see also ref. 7) that since
An−1 is invertible the matrix An has nullity 1 regardless of
the choice of an. Moreover, the unique nontrivial element
of the right kernel of An is of the form �s0; s1; : : : ; sn�T with
s0 = 1 = sn. Hence if we label the columns of the Toeplitz
matrix An by Ci; i = 0; : : : ; n, then

n∑
j=0

sjCj = �0; 0; : : : ; 0�T ;

and therefore

Cn =
n−1∑
j=0

sjCj:

Note that the last column of A coincides with the column C̃0
obtained by deleting the initial entry of the initial column C0
of An. Deleting the initial entries of the other columns of An

we get C̃0 =
∑n

j=1 sjC̃j . Hence the last column of A coincides
with

∑n
j=1 sjC̃j . But C̃1; C̃2; : : : ; C̃n−1 coincide with the first

n − 1 columns of A so that A has the same determinant as
the matrix obtained by replacing the last column of A with
snC̃n = C̃n = �an−1; : : : ; a0�T . But this matrix is An−1 which is
invertible and therefore has determinant 1 over GF�2�. Hence
kn = 1 if and only if det�B� = 0.
Det�B� coincides with the determinant of the matrix M be-

low: 
a1 a0 a1 a2 · · · an−3
a2 a1 a0 a1 · · · an−4
:::

:::
:::

:::
:::

:::
an−2 an−3 an−4 an−5 · · · a0
an−1 an−2 an−3 an−4 · · · a1


The matrix An−3 occupies the top right corner of M . Since
An−3 has nullity 2 its rank is n− 4. Hence the rank of M is at
most n− 2. Hence det�M� = 0 and kn = 1.

We use results from ref. 13 to show that there are
2n−3 choices for a0; a1; : : : ; an−1 (with a0 = 0� such that
An−3;An−2;An−1 have nullities 2; 1; 0, respectively. Let ρ�S�
be the rank of any square matrix S over GF�2�. By ref. 13,
corollary 2.10, there are 2n−2 n-tuples �a0; a1; : : : ; an−1�
for which An−1 is invertible. If An−1 is invertible then (by
ref. 13, theorem 2.7) ρ�An−3� is either n − 4 or n − 2.
The number of invertible matrices An−3, i.e., matrices for
which ρ�An−3� is n − 2, is 2n−4 (ref. 13, corollary 2.10).
For An−3 invertible ρ�An−2� = n − 2 regardless of the
choice of an−2, but there is only one choice of an−1 such
that An−1 is invertible (ref. 13, proof of corollary 2.10).
Thus there are 2n−3 n-tuples �a0; a1; : : : ; an−1� such that
ρ�An−3� = n − 2; ρ�An−2� = n − 2,and ρ�An−1� = n. Thus
subtracting 2n−3 from the number 2n−2 of n-tuples for which
An−1 is invertible yields the number of n-tuples satisfying
ρ�An−3� = n− 4; ρ�An−2� = n− 2; ρ�An−1� = n. Hence there
are 2n−3 such n-tuples. Since det�A� = 1 regardless of the
choice of an, we see that an may be chosen arbitrarily but
that all subsequent elements of the bitstream are determined.
Hence for even n � 4 there are at least 2n−2 choices of bit-
streams a such that the qword of the corresponding binary
shift of commutant index 2 has length n. This completes the
proof.

Remark: If n = 0 then u0 is a qword for a binary shift
of commutant index 2 whose bitstream a is �0; 1; 0; 0; : : :�.
For n = 1 u0u1 is a qword for the the shift with bitstream
�0; 1; 1; : : :�. It is straightforward to show that there are no
qwords corresponding to n = 2.

From Theorem 2.1 any qword for a binary shift of commu-
tant index 2 with generators �u0; u1; : : :� starts with u0. In
Section 5 we shall show that for n � 3 there are exactly 2n−2

qwords w of length n + 1, i.e., there are 2n−2 polynomials p
over GF�2� of degree n such that for some set �u0; u1; : : :� of
generators of a binary shift of commutant 2, w = �u0; p� is a
qword. As a key step in proving this result we devote the next
section to determining the number of polynomials of degree n
over GF�2� with constant coefficient 1 which have nontrivial
reciprocal factors.

4. Polynomials with Reciprocal Factors

Let σ be a binary shift of commutant index 2 and with corre-
sponding sequence of symmetries �u0; u1; : : :�. In Theorem 3.2
we showed that if �u0; p� = w is the qword for σ that p has
no reciprocal factors of degree , 1. In this section we count
the number of polynomials over GF�2� with constant coeffi-
cient 1 which have a reciprocal factor of degree � 2, and use
this result in the next section to classify σ up to conjugacy.

Definition 4.1: We shall say that a polynomial p � GF�2�
with constant coefficient 1 is free if any reciprocal factor of p
has degree + 2. If p has a reciprocal factor of degree � 2 it
is said to be partially reciprocal.

Lemma 4.1. The product of reciprocal polynomials is recipro-
cal.

Proof: Obvious.
Lemma 4.2. If n � � is odd there are 2

1
2 �n−1� reciprocal poly-

nomials of degree n with constant coefficient 1. If n is even there
are 2

1
2 n of degree n of this form.

Proof: Obvious.
Although the following result is well-known we have not

been able to locate a complete proof. See ref. 10, chapter 3,
for related results.

Theorem 4.3. A polynomial p�x� � F�x� with con-
stant coefficient 1 is reciprocal if and only if it can be
written as a product of irreducible factors of the form∏
qi�x� ·

∏
fj�x�f ∗j �x�, where the qi’s are reciprocal.

Proof: It is straightforward to show that if f is any polyno-
mial with constant coefficient 1 then f �x�f ∗�x� is reciprocal.
Hence any polynomial of the form in the statement of the the-
orem is reciprocal. Now suppose p is reciprocal of degree at
least 1. Write p�x� as the product

∏
hk�x� of its irreducible

factors. Since p has constant coefficient 1 so do all of the hk’s.
Let deg�hk� = nk, then since n = deg�p� = ∑

nk we have
(see Definition 3.1), p�x� = p∗�x� = xnp� 1

x
� = xn∏hk� 1

x
� =∏

xnkhk� 1
x
� =∏h∗k�x�: Using this computation along with the

fact that F�x� is a unique factorization domain shows that p
has the desired form.

Theorem 4.4. Let n � 3. Among the 2n−1 polynomials in
F�x� with constant coefficient 1 there are 2n−2 which are free
and 2n−2 which are partially reciprocal.

Proof: We prove the result using induction on the degree
of the polynomials over GF�2�. Let pr�n� denote the number
of partially reciprocal polynomials of degree n with constant
coefficient 1. There are 4 polynomials of degree n = 3 with
constant coefficient 1: the polynomials x3+x+1 and x3+x2+1
are free (and irreducible) and the polynomials x3 + 1 = �x+
1��x2+x+1� and x3+x2+x+1 = �x+1�3 are both reciprocal,
hence partially reciprocal. Hence there are two polynomials of
each type and pr�2� = 2 = 23−2.

Let s�n� be the number of reciprocal polynomials of degree
n with constant coefficient 1 and let z�n� be the number of
free polynomials with constant coefficient 1 not divisible by
x + 1. From the previous paragraph z�3� = 2. For n = 4 the
only such polynomials are the irreducible polynomials x4 +
x + 1 and x4 + x3 + 1. For n even, say n = 2r, we claim
that z�n� = z�2r� = 1

3 �2 · 4r−1 + 4� − 2 and for n = 2r + 1,
z�2r + 1� = 1

3 �4r − 4� + 2. We establish these equations by
induction in the process of proving our first induction claim.

Let m , 1 and suppose the values of pr�n� and z�n� are
valid for all n + 2m. Using Theorem 4.3 any degree n poly-
nomial f �x� with constant coefficient 1 can be factored as



Mathematics: Price Proc. Natl. Acad. Sci. USA 96 (1999) 8843

g�x�h�x� where g is reciprocal and h is free. Since x + 1 is
reciprocal we may assume that any factor of x + 1 of f �x� is
included as a factor of g�x� and therefore we may assume that
x+1 is not a factor of h�x�. Also if f �x� is partially reciprocal
then deg�g� � 2: obviously deg�g� � 1 when f �x� is partially
reciprocal but if deg�g� = 1 then g�x� = x + 1 and g�x�h�x�
is free. Also if f �x� is partially reciprocal then deg�h� 6= 2
since all degree 2 polynomials with constant coefficient 1 are
reciprocal, and deg�h� 6= 1 since h�x� is not divisible by x+1.
Therefore, if deg�g� = j and deg�h� = n − j, then we may
assume j 6= 0; 1; n− 2; n− 1, and

pr�n� =
n−3∑
j=2

s�j�z�n− j� + s�n�z�0�

=
2m−3∑
j=2

s�j�z�2m− j� + s�2m�

=
2m−3∑
j=2

s�j�z�2m− j� + 2m

= I + II; where

I =
m−2∑
k=1

s�2k�z�2�m− k�� + 2m

=
m−2∑
k=1

2k
((

1
3

)
�2 · 4m−k−1 + 4� − 2

)
+ 2m; and

II =
m−2∑
k=1

s�2k+ 1�z�2m− �2k+ 1��

=
m−2∑
k=1

s�2k+ 1�z�2�m− k− 1� + 1�

=
m−2∑
k=1

2k
((

1
3

)
�4m−k−1 − 4� + 2

)

Sopr�n� = I + II =
m−2∑
k=1

2k
((

1
3

)
�2 · 4m−k−1+ 4m−k−1�

)
+ 2m

=
m−2∑
k=1

2k · 4m−k−1 + 2m

=
m−2∑
k=1

2k · 22m−2k−2 + 2m

=
m−2∑
k=1

22m−k−2 + 2m

= 22m−2:

To handle the odd case, let m , 1 and suppose the values
of pr�n� and z�n� are valid for all n + 2m+ 1. Then we have,
for n = 2m+1; pr�n� =∑n−3

j=2 s�j�z�n−j�+s�n�z�0� = I+II,
where

I =
m−1∑
k=1

s�2k�z�2m+ 1− 2k�

=
m−1∑
k=1

2k · z�2�m− k� + 1�

=
m−2∑
k=1

2k ·
((

1
3

)
· �4m−k − 4� + 2

)
+ 2m−1z�3�

=
m−2∑
k=1

2k ·
((

1
3

)
· �4m−k − 4� + 2

)
+ 2m; and

II =
m−2∑
k=1

s�2k+ 1�z�2m− 2k� + s�2m+ 1�

=
m−2∑
k=1

2k ·
((

1
3

)
�2 · 4m−k−1 + 4� − 2

)
+ 2m; so

I + II =
m−2∑
k=1

2k
((

1
3

)
�2 · 4m−k−1 + 4m−k� + 2m+1

=
m−2∑
k=1

2k
((

1
3

)
�6 · 4m−k−1� + 2m+1

=
m−2∑
k=1

2k+14m−k−1 + 2m+1

=
m−2∑
k=1

2k+122m−2k−2 + 2m+1

=
m−2∑
k=1

22m−k−1 + 2m+1

= 22m−1:

So far we have shown that if we assume z�2r� = � 1
3 ��2 ·

4r−1 + 4� − 2 for all r such that 2r + n and z�2r + 1� =
� 1

3 ��4r−4�+2 for all r such that 2r+1 + n, that pr�n� = 2n−2.
To complete the induction we must show that z�n� has the as-
serted value. First note that by the induction assumptions we
have shown that pr�n� = 2n−2, i.e., the number of polynomi-
als of degree n with constant coefficient 1 which are partially
reciprocal is 2n−2. Since there are 2n−1 degree n polynomials
with constant coefficient 1 there are 2n−2 free polynomials of
degree n and constant coefficient 1. Let p�x� be a free poly-
nomial of degree n which has factor x + 1. If q�x� satisfies
�x+ 1�q�x� = p�x�, q�x� is free of degree n− 1. Hence p�x�
is the product of x+ 1 with a free polynomial of degree n− 1.
Conversely, if q is free, of degree n− 1, with constant coeffi-
cient 1, and relatively prime to x+1, then p�x� = �x+1�q�x�
is free. Hence

z�n� = 2n−2 − z�n− 1�:

Now suppose first that n is odd, say n = 2k + 1. Then the
number of free polynomials of degree n with factor x+ 1 and
constant coefficient 1 is equal to the number of free polyno-
mials of degree n − 1 with constant coefficient 1 which do
not have x + 1 as a factor, i.e., z�n − 1� = z�2k�. Therefore,
z�n� = z�2k + 1�, the number of free polynomials of degree
n = 2k + 1 with constant coefficient 1 which are relatively
prime to x+ 1, is equal to

z�n� = 2n−2 − z�n− 1�
= 22k−1 − z�2k�

= 22k−1 −
((

1
3

)
�2 · 4k−1 + 4� − 2

)
=
(

1
3

)
�3 · 22k−1 − 2 · 4k−1 − 4� + 2

=
(

1
3

)
�3 · 22k−1 − 2 · 22k−2 − 4� + 2

=
(

1
3

)
�4k − 4� + 2:
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If n is even then similarly, for z = 2k,

z�n� = 2n−2 − z�n− 1�
= 22k−2 − z�2k− 1�
= 22k−2 − z�2�k− 1� + 1�

= 22k−2 −
(

1
3

)
�4k−1 − 4� − 2

= 4k−1 −
(

1
3

)
�4k−1 − 4� − 2

=
(

1
3

)
�2 · 4k−1 − 4� − 2

This completes the proof.

5. Reciprocal Polynomials and Conjugacy

Using the results of the previous two sections we may now
show the connection between conjugacy classes of binary
shifts of commutant index 2 and free polynomials (see
Definition 4.1).

Theorem 5.1. A one-to-one correspondence exists between
free polynomials of degree � 3 and conjugacy classes of binary
shifts of commutant index 2 whose qwords have length � 4. The
correspondence associates a free polynomial k0 + k1x+ k2x

2 +
· · · + knxn with constant coefficient k0 = 1 with the conjugacy
class of binary shifts whose qword has the form u

k0
0 u

k1
1 · · ·uknn .

Proof: By Theorem 2.5 any two binary shifts in the same
conjugacy class are generated by sequences of symmetries
whose commutation relations are the same. Hence any two
binary shifts in the same conjugacy class have identical bit-
streams. Since the equations 2 determine the form of the
corresponding qword for these shifts, it follows that any two
binary shifts of commutant index 2 in the same conjugacy
class have qwords of the same form. On the other hand, (by

Theorem 3.3) for any n+ 1-tuple �k0; k1; : : : ; kn� over GF�2�
there is up to conjugacy at most one binary shift of commutant
index 2 whose qword has the form u

k0
0 u

k1
1 · · ·uknn . Hence the

form of a qword determines the conjugacy class of the shift to
which the qword corresponds.

Suppose n � 3. By Theorem 3.4 there are at least 2n−2 dis-
tinct conjugacy classes of binary shifts of commutant index
2 whose qwords have length n + 1. Let w = uk0

0 u
k1
1 · · ·uknn =�u0; p� be a qword corresponding to a representative σ of one

of these conjugacy classes. By Theorem 3.2 the polynomial p
is not partially reciprocal. Hence p is free. By Theorem 4.4
there are exactly 2n−2 free polynomials of degree n with con-
stant coefficient 1. Hence there are at most 2n−2 conjugacy
classes of shifts whose qwords have length n + 1. Thus there
are exactly 2n−2 conjugacy classes of binary shifts of commu-
tant index 2 whose qwords have length n + 1, each of which
corresponds to a free polynomial of degree n with constant
coefficient 1.
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